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Abstract

This paper explores the possibility to learn a semantically-relevant lexicon from images and speech only. For this, we train a multi-modal neural network working both on image fragments and on speech features, by learning an embedding in which images and content words that co-occur together are close. Making no assumption on the acoustic model, this paper shows promising results on how multi-modality could help word learning.

1 Introduction

Previous research has shown that an efficient acoustic model can be trained from word-level annotation alone [1]. Here, we explore the possibility of learning both an acoustic model and a word/image association from multi-modal co-occurrences between speech and pictures alone. Our work is inspired by the observation that infants achieve spontaneously this kind of correspondence during their first year of life. However, before they know any words, young infants can already categorize geometric shapes [2], as well as pictures of natural kinds like animals [3]. They also organize complex scenes in terms of perceptual objects that exhibit spatio-temporal continuity [4]. Thus, it is developmentally plausible to base word/meaning learning on a pre-segmented and optimized representation of images like it was done in [5, 6].

Indeed in [6], the authors use fragments of images coded through a convolutional neural network trained for detection and classification on ImageNet [7, 8]. Here, we learn the image fragments and words co-occurrences, based on a flattened representation of the sentences (without the compositional tree structure of the sentence), which resembles the task of cross-situational learning studied in psycholinguistics [9].

The idea of “Siamese” (identical sub-networks) neural networks [10] is to compute the distance between two inputs and use it to train an embedding. In our case, the network is not “Siamese” as it is multi-modal. Previous work have shown that same-different side information can benefit metric learning [11]. Hadsell et al. [12] also used an asymmetric loss for same-different pairs to learn invariant-properties manifolds (on images). Our architecture uses such a same-different based asymmetric loss function, but does not share weights (as it is multi-modal).

2 Data and Model Architecture

The dataset was constructed by merging two existing datasets, one for speech, and one for images-sentences mapping. For the images, we used the Pascal1K dataset [13], which contains 1,000 images, each annotated with 5 written sentences using Amazon Mechanical Turk. We used the Regional Convolution Neural Network (R-CNN) last layer (“fc7”) [8] as image features (a vector of 4096 floats per image fragment), exactly as in [6]. These image features were extracted using Caffe [14].
The content words in the sentences in Pascal1K were matched with words from the LUCID speech corpus [15]. Other types of words (function words, articles etc.) were excluded, as were words occurring less than twice in the corpus. The LUCID corpus is a corpus of conversational British English by 40 speakers, and is annotated at the word level. Words that occur in Pascal1K but not in LUCID were replaced by spoken words matched for part-of-speech type, frequency, and length, such that each sentence in Pascal1K was replaced by a set of words spoken by the same speaker. The spoken words are represented as 71 stacked frames (strided by 10ms each, thus 710ms) of 40 log-compressed Mel filterbanks centered on the middle of the word, yielding a vector of 2840 floats per word token.

We designed a multi-modal neural network that takes image features and speech features as inputs. The architecture for the results presented in this paper is detailed in Fig. 1. The network is presented with pairs of “co-occurring” image fragments and spoken tokens (of content words) and these are considered “same”, while if we sample randomly image fragments and spoken tokens, we consider such pairs “different” (even though there is a low probability that this is a “same” pair). We use the same number of “same” and “different” pairs during training.

For the nonlinearity, we used rectified linear units \( h(v) = \max(0,v) \) because they are used widely in state of the art deep neural networks nowadays (speech [16], vision [8]) and they performed as well (or better) as sigmoid units for our task, while being faster to train.

For the cost function, we used the “cosine squared cosine” \( \text{Loss}_{\coscos^2} \) as explained below. Consider \( Y_I \) and \( Y_S \) being the output representations for input image fragment \( I \), and input spoken word token \( S \):

\[
\text{Loss}_{\coscos^2}(I, S) = \begin{cases} 
(1 - \cos(Y_I, Y_S))/2 & \text{if same} \\
\cos^2(Y_I, Y_S) & \text{if different}
\end{cases}
\]

with

\[
\cos(x, y) = \frac{\langle x, y \rangle}{\|x\|\|y\|}
\]

The intuition behind this cost function is that pairs of “different” vectors should be orthogonal instead of anti-collinear (if we minimized \( 1 - \cos(Y_I, Y_S) \) for pairs of “different”), because anti-collinearity in a high-dimensional space (we used \( d=200 \) for the embedding) is more of a “feat” that orthogonality. On the other hand, if we used \( \cos^2(Y_I, Y_S) \) also for pairs of “same” vectors, we would consider 0 and \( \pi \) to be equivalent. There are more details.
about this cost function in our previous paper [1]. We did not try other cost functions (e.g.
based on the Euclidean distance) yet.

3 Results

All the code (along with the datasets pairings from content words to spoken word tokens) to
reproduce these results is free (MIT license) and available on Github\footnote{https://github.com/bootphon/crossitlearn}. The Pascal1K and the
LUCID datasets are also available for free. We trained our model on the 800/100/100 images
train/validation/test sets split of [6]. For the training, we added an L2 regularization term
\((\lambda \| \theta \|^2_2)\) with \(\lambda = 10^{-4}\). We use the Adadelta [17] variant of stochastic gradient descent
(with \(\rho = 0.95\) and \(\epsilon = 10^{-6}\)), with batches of 1 image (20 fragments and 5 sentences),
and a max-norm regularization of 6 (see details in [18]). We performed early stopping on
the validation set. The cosine similarities are shown separately for pairs of “same” and
“different”, on the training and validation set, in Fig. 1.

We analyse the results from our model using a number of procedures. The first set calculates
the rank of relevant neighbors in four ways. Word Similarity: following Socher et al. [5],
we map the spoken words into the embedding space. Next, for each spoken word, we record
the rank of the nearest word (in terms of cosine similarity) that occurs in the description
of the same image. Word Token Search by Image: given an image query, find the rank
of the closest word neighbor that is a token in the description of the image. Word Type
Search by Image: given an image query, find the rank of the closest word neighbor whose
transcription is in the description of the image. Image Token Search by Word: given
a word query, find the rank of the closest image neighbor that has the word query in its
description. Table 1 shows these results:

<table>
<thead>
<tr>
<th></th>
<th>Random Mean Rank</th>
<th>Median Rank</th>
<th>Mean Rank</th>
<th>Median Rank</th>
<th>Mean Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word Similarity</td>
<td>4.00 22.96</td>
<td>5.00</td>
<td>11.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word Token Search by Image</td>
<td>93.00 293.39</td>
<td>40.00</td>
<td>72.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word Type Search by Image</td>
<td>19.00 293.40</td>
<td>15.00</td>
<td>30.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image Token Search by Word</td>
<td>117.00 178.44</td>
<td>81.00</td>
<td>141.29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Comparison of the model to a random projection of the input data. Ranks are out
of 21,000 word tokens (by 40 speakers), 20,000 image fragments. Lower numbers are better.

The second set of evaluation procedures calculates the recall of relevant items in three ways.
Recall is calculated at the first 1, 5, 10 and 25 neighbors. We report recall of word tokens
in response to an image query, word types in response to an image query, and image tokens
in response to a word query. Table 2 shows the recall scores.

<table>
<thead>
<tr>
<th></th>
<th>Random R@1 R@5 R@10 R@25</th>
<th>Our Model R@1 R@5 R@10 R@25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word Token Search by Image</td>
<td>1.42 6.21 11.47 24.16</td>
<td>2.45 10.25 20.15 39.60</td>
</tr>
<tr>
<td>Word Type Search By Image</td>
<td>4.48 19.84 34.68 58.05</td>
<td>6.80 27.30 43.45 72.20</td>
</tr>
<tr>
<td>Image Token Search by Word</td>
<td>2.04 7.42 13.61 22.76</td>
<td>9.41 15.99 42.91</td>
</tr>
</tbody>
</table>

Table 2: Recall scores for the model and a random projection. Higher numbers are better.

4 Discussion

We introduced a novel task of mapping speech and images into the same space and learning
the associations between them. This task was approached using a neural network trained
on isolated spoken words and image segments. The results of this approach, while simple, are promising for future improvements.

As can be seen from the results, our model has more trouble finding images from words than vice-versa. In addition, the finding that the average rank in the image search task is much higher than in the word search task, leads us to conclude that the acoustic model is open for many improvements. Chosen for its simplicity, stacked log-compressed Mel filterbanks will have trouble with the multi-speaker setting of the tasks, as well as with handling the acoustic variation introduced by co-articulation with the (excluded) words in the context of the token. A more sophisticated speech representation may well improve the results significantly. Also, the word similarity score could be improved by explicitly modeling their semantics, by adding a topic modeling or word embedding representation.

Current work in progress involves improvements in the model training procedure, such as improving the cross-validation scheme. Our “cosine squared cosine” loss function, while having shown previous success, may be sub-optimal; so an exploration of different loss functions is in order, such as margin-inducing Euclidean costs as in [6]. In addition, experiments with larger datasets (Flickr8K and Flickr32K) will provide much needed insight into the generalization characteristics of the current approach. In summary, the current work is a first step in a new and challenging task, one that may provide insights useful both for developing machine learning algorithms for multi-modal learning, as well as providing an object of study for research in human acquisition of words.
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